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Abstract

Due to the low speeds of earlier generation networks such as Fast Ethernet, network com-
munication was considered to be one of the primary bottlenecks in cluster computing. Ac-
cordingly, researchers used a number of techniques to hide the communication overheads in
networks. In order to alleviate this problem, several researchers and industries proposed and
implemented faster networks such as Gigabit Ethernet (GigE). This trend soon led to the devel-
opment of even higher speed networks such as 10-Gigabit Ethernet (10GigE) and InfiniBand
(IBA). Today, industries are taking the next step in high-speed networking with multi ten-
gigabit networks such as the Mellanox 20-Gigabit IBA DDR adapters, IBM 30-Gigabit IBA
adapters, etc. Many of these innovations emerged due to the underlying assumption that the
network is still one of the primary bottlenecks in cluster computing. However, whether this
assumption is in fact a reality for current environments is yet to be understood. In this pa-
per, we take a step back to understand if such multi-gigabit network speeds justify the cost
of these newer networks with respect to the performance gains they provide for end appli-
cations. Specifically, we perform comparative analysis with conventional 1-GigE adapters,
2-GigE adapters (using two 1-GigE ports in adapters such as EtherFabric) and 8-Gigabit net-
work adapters such as IBA1 for end applications in two broad domains: (i) message passing
interface (MPI) based scientific applications such as GROMACS and the NAS parallel bench-
marks and (ii) data-intensive applications relying on parallel file-systems (e.g., PVFS), such
as MPI-Blast. Our experimental results show that for many of the end-applications that we
studied, EtherFabric was able to achieve 70-90% of the performance gains achievable by IBA.

∗This research is funded in part by DOE Grant #DE-FC02-01ER25506, NSF grants #CCR-0204429 and #CCR-
0311542 and technical and equipment support from Level-5 Networks, Mellanox Corporation and Intel

†We would like to thank Heshan Lin, Jeremy Archuleta and Dr. Wu-chun Feng for providing us with the several
significant details about the MPI-Blast application and helping us tremendously in our evaluations.

1Though several people believe that the IBA (SDR) is a 10-gigabit network, it only provides a signaling rate of
10-gigabit per second and uses a 8b/10b encoding; thus the actual theoretical peak data rate it can achieve is only
8Gbps.
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Further, due to their low-cost and compatibility with the existing TCP/IP/Ethernet infrastruc-
ture (include copper port based traditional GigE switches), such adapters seem to hold a lot of
promise for many of the end-applications.

Keywords: High-speed Networks, InfiniBand, EtherFabric

1 Introduction
Clusters consisting of commodity off-the-shelf (COTS) components have become the predominant

architecture for solving today’s grand challenge problems in the fields of nuclear research, life sci-

ences and engineering. Cluster systems are now present in all aspects of high-end computing, due

to the increasing performance of commodity processors, memory and networking technologies.

A typical cluster system consists of several hardware and software components integrated with a

common network.

Due to the low speeds of earlier generation networks such as Fast Ethernet [27], network com-

munication was considered to be one of the primary bottlenecks in cluster computing. Accordingly,

researchers used a number of approaches, including various caching techniques [14, 18], prefetch-

ing algorithms [35], etc., to hide communication overheads. In order to alleviate this problem,

several researchers and industries proposed and implemented faster networks such as Gigabit Eth-

ernet (GigE) [17]. This trend soon led to the development of even higher speed networks such as

10-Gigabit Ethernet (10GigE) [21, 16, 15] and InfiniBand (IBA) [2]. Today, several industries are

taking the next step in high-speed networking with multi ten-gigabit networks such as the Mellanox

20-Gigabit IBA DDR adapters [4], IBM 30-Gigabit IBA adapters [1], etc.

Many of these innovations emerged due to the underlying assumption that the network is one

of the primary bottlenecks for end applications in cluster computing. However, in reality, is this

assumption still true? Or in our quest to alleviate the network bottleneck, have we overshot the

requirements of end applications and created faster-than-needed network interconnects?

Figure 1 shows the impact of increasing network speed on an application’s communication

time. If we consider x as the current speed of the network and C as the total data to be transferred,
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Figure 1: Communication Time with increasing network speed

a first-level approximation of the total time spent in communication (y) is given by Equation 1.

y =
C

x
(1)

If we increase this network speed by dx, the total time spent in communication will be C
x+dx

.

Hence, the improvement in communication time (dy) is given by C
x
− C

x+dx
, which simplifies to,

dy =
C

x2
dx (2)

As indicated in equation 2, the decrease in communication time reduces exponentially as we

increase the network speed, i.e., a unit increase in network speed at 1Gbps provides a four times

larger benefit as compared to a unit increase in network speed at 2Gbps!

However, the first-level approximation given in Equation 2 does not completely capture the

characteristics of all networks and applications. For example, (i) high-speed networks not only

provide raw performance but also offer several hardware features such as one-sided operations

which can potentially increase the application performance; thus the gain high-speed networks

provide could be greater than what equation 2 indicates and (ii) an increase in network performance

only impacts the communication portion of end applications; thus for applications which perform

both computation and communication, the actual amount of gain in the overall execution time of

the application could be even lesser than what equation 2 indicates. Based on these two conflicting

examples, the actual performance benefits achievable for end applications by increasing network
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speeds is not completely clear.

In this paper, we use an experimental approach to address this issue. Specifically, we perform

comparative analysis with conventional 1-GigE adapters, 2-GigE adapters (using two 1-GigE ports

in adapters such as EtherFabric) and 8-Gigabit network adapters such as IBA for end applications

in two broad domains: (i) message passing interface (MPI) based scientific applications such as

GROMACS [19] and the NAS parallel benchmarks [7] and (ii) data-intensive applications relying

on parallel file-systems (e.g., PVFS), such as MPI-Blast [5].

Our experimental results demonstrate that though at a micro-benchmark level, IBA is close to

four times faster than the 2-Gigabit EtherFabric (EF) network, this difference is not reflected in

the applications that we studied. We notice that for applications which rely on small or medium

message transfers, EF can provide 70-90% of performance gain achievable by IBA. For applica-

tions which rely on large message transfers, EF can provide up to 55% of the performance gain

achievable by IBA. Due to the low-cost of EtherFabric adapters and its compatibility with the ex-

isting TCP/IP/Ethernet infrastructure (include copper port based traditional GigE switches), such

adapters seem to hold a lot of promise for many of the end-applications.

The rest of the paper is organized as follows: we present an overview of IBA and EF in the

Section 2. Section 3 describes the message passing interface (MPI) programming model and the

parallel virtual file-system (PVFS) middleware layer used in this paper. Detailed evaluation using

MPI and PVFS over the IBA and EF networks is discussed in Sections 6 and 7. Section 8 discusses

related work and concluding remarks are presented in Section 9.

2 Overview of the Networking Stacks
In this section, we provide an overview of the two networks used in this paper, namely EtherFabric

(EF) and InfiniBand (IBA).
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Figure 2: Network Architecture (a) EtherFabric (b) InfiniBand

2.1 EtherFabric Network and Software Stack
EtherFabric (EF) is a recently introduced network interconnect by Level-5 Networks [3]. EF is a

dual port 1-GigE network adapter and supports striping of data across both the ports, achieving

an aggregate throughput of 2Gbps in each direction. As illustrated in Figure 2a, the EF network

consists of two components: (i) the EF network hardware and (ii) the EF software stack.

EF Network Hardware: The EF network adapter hardware supports basic offloading of cer-

tain aspects of protocol processing, including connection-specific demultiplexing of incoming data,

etc. Similar to other high-speed network adapters, EF is designed to allow multiple applications to

access it directly (without the operating system intervention) and simultaneously (using multiple

doorbells implemented on hardware). The hardware design relies on a technique called virtualized

interface to establish a direct data path between each application and the network hardware.

EF Software Stack: The EF software stack runs at the user-level and is not affected by host

overheads such as kernel context switches. The stack utilizes the hardware connection-specific

demultiplexing engine to allow applications to avoid host memory copies. The main novelty of the
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EF software stack lies in its usage of user-level TCP/IP drivers to allow clusters connected with

EF maintain wire-protocol compatibility with the existing TCP/IP/Ethernet infrastructure. Further,

the EF software stack also provides a user-level sockets implementation, termed as EFSockets, to

take advantage of the user-level TCP/IP drivers and other features of the network. This allows tra-

ditional sockets-based applications to be directly and transparently deployed on clusters connected

with EF.

2.2 InfiniBand Architecture
InfiniBand Architecture (IBA) (Figure 2b) is an industry standard that defines a System Area Net-

work (SAN) to design clusters offering low latency and high bandwidth. A typical IBA cluster

consists of switched serial links for interconnecting both the processing nodes and the I/O nodes.

The IBA specification defines a communication and management infrastructure for both inter-

processor communication as well as inter and intra node I/O. IBA also defines several network

hardware supported features including RDMA, multicast, QoS, etc.

IBA interacts with the applications using a thin layer known as the verbs interface (e.g., VAPI).

This verbs interface is considered the native communication mechanism for IBA and extracts the

best performance of the network. In order to maintain compatibility with existing applications,

several researchers have implemented various standard programming models (e.g., MPI, Sockets)

and communication middleware (e.g., PVFS) over IBA using this verbs interface. In Section 3, we

describe the approaches used to implement these programming models over the verbs interface.

3 Programming Models and Middleware
Traditional programming models and middleware layers used TCP/IP sockets for communication.

As mentioned in Section 2, both EF and IBA provide efficient support for allowing upper layers

(e.g., programming models and middleware layers) to take advantage of the high performance

offered by the networks. Specifically, the EF network exposes the EFSockets interface and IBA
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Figure 3: MPI and PVFS on: (a) EtherFabric (b) InfiniBand

exposes the verbs interface to upper layers (these are considered to be the native protocol layers

exposed by these networks); several researchers have proposed a number of approaches to design

and implement other upper layers on top of these native protocol layers with high efficiency.

In this section, we describe some of the common programming models and middleware sup-

ported on EF and IBA. Specifically, we describe the Message Passing Interface (MPI) program-

ming model and a file-system middleware known as the Parallel Virtual File System (PVFS).

3.1 Message-Passing Programming Model
The message-passing programming model is based on the distributed memory model with explicit

communication between processes. MPI is a message passing interface that, together with the

protocol, is used for communicating between processes. It is designed to be a portable, efficient

and flexible standard for communication among nodes and for running parallel applications.

For IBA(Figure 3b), MPI can either be implemented directly over the verbs interface (e.g.,

MVAPICH2 [29, 20]), or over the sockets interface (e.g., LAM-MPI [12]). Further, to support the

sockets interface, we can either use the traditional sockets implementation present in the kernel or

a high-performance implementation of sockets such as the Sockets Direct Protocol (SDP) [8, 10].

Amongst these implementations, MPI implemented over the native verbs interface provides the
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best performance since it can directly take advantage of the features provided by the underlying

network instead of being abstracted by another interface (e.g., SDP). Thus, for all MPI-level eval-

uation we use the MVAPICH2 implementation of MPI.

In the case of EF (Figure 3a), the native layer itself exposes the sockets interface. Thus, only

a sockets-based implementation of MPI (e.g., LAM-MPI) can be used. However, for supporting

the sockets interface, we can either use the EFSockets implementation or the traditional sockets

implementation in the kernel. The traditional sockets implementation uses only one port of EF

and thus uses the network as a conventional GigE network (throughput of 1Gbps). The EFSockets

implementation, on the other hand, stripes data across both ports on the network to achieve a peak

theoretical throughput of 2Gbps.

3.2 Parallel File-system Middleware
Parallel file-system middleware provide high-speed data access for applications to meet the in-

creasing I/O demands of parallel applications. The Parallel Virtual File-System (PVFS) [13] is one

example of such a middleware. In PVFS, a number of nodes in the cluster system can be configured

as I/O servers and one of them (either on a I/O server node or on a different node) as a metadata

manager. PVFS achieves high performance by striping a file across a set of I/O server nodes al-

lowing parallel access to the file. It uses the native file system on the I/O servers to store individual

file stripes. An I/O daemon runs on each I/O node and services requests from the client nodes.

A manager daemon running on the metadata manager node handles metadata operations like file

permissions, file stripe characteristics, etc., but does not participate in the read/write operations.

The metadata manager provides a cluster-wide consistent name space to applications.

Figure 3 shows the various approaches in which PVFS can be implemented over EF and IBA.

Since EF only exposes the sockets interface, we use the sockets implementation of PVFS-2. For

the EF network, as indicated in Section 3.1, the sockets interface can be supported using either the

traditional kernel-level implementation of sockets (using EF as a conventional GigE adapter) or
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using the high-performance EFSockets implementation (with a peak throughput of 2Gbps).

Three alternatives for implementing PVFS exist with IBA, i.e., using the native verbs interface,

using traditional kernel-level sockets or using SDP. The PVFS implementation on top of the native

verbs interface is currently implemented as a research prototype and is unstable; hence we use the

sockets-based implementation of PVFS over SDP (due to its better performance as compared to

the traditional kernel-level sockets implementation).

4 Testbed and Evaluation Metrics
Our experimental testbed consists of an 8 node cluster with dual Intel Xeon 3.4 GHz CPU-based

EM64T systems. Each node is equipped with 1 GB of DDR400 memory. The nodes were con-

nected with two networks: (i) MT25128 Mellanox HCAs (SDK v1.8.0) connected through a In-

finiScale MT43132 24-port completely non-blocking switch and (ii) EtherFabric EF1-21022T net-

work adapters connected through a Netgear GS524T GigE store-and-forward switch (software

stack v1.1.5403-0).

Evaluation Metric: To understand the benefits of EFSockets and IBA in terms of communica-

tion time as compared to TCP/IP/EF, we define a metric, Relative Performance Improvement (RPI)

in the following way:

RPI refers to the percentage of the communication time gain achievable by IBA that is already

covered by EFSockets, i.e., if X , Y and Z are the time spent in communication with TCP/IP/EF,

EFSockets and IBA respectively and C is the total computation time spent by the application,

RPI is provided by equation in Figure 4. Also, we define the total execution time of TCP/IP/EF,

EFSockets and IBA as ETCP/IP/EF = X+C, EEFSockets = Y +C and EIBA = Z+C respectively.

In Sections 5, 6 and 7, we evaluate the EF and IBA networks with several micro-benchmarks

and applications and provide detailed analysis for the same.
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5 Native Protocol Performance
In this section, we present latency and throughput micro-benchmark evaluations of TCP/IP/EF and

native protocols such as EFSockets and VAPI/IBA.

Figure 5a shows the latency of TCP/IP/EF, the native EFSockets, SDP/IBA and the native

IBA verbs (VAPI). We observe that TCP/IP/EF is able to achieve a latency of close to 23µs as

compared to the 12µs, 18µs and 3µs achieved by EFSockets, SDP/IBA and VAPI respectively, i.e.,

VAPI provides close to four times improvement as compared to EFSockets. Also, as the message

size increases, we observe that the latency of TCP/IP/EF and EFSockets increases at a faster rate

as compared to VAPI.

Figure 5b shows the throughput achieved by the different stacks. Again, we see that VAPI

achieves a throughput of close to 7457Mbps as compared to the 897Mbps, 1794Mbps and 5808Mbps

achieved by TCP/IP/EF, EFSockets and SDP/IBA respectively; an improvement of close to four
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times for IBA as compared to EF. However, for small message sizes, we see that the throughput

of VAPI is not as good due to a technique known as reverse packetization [9] used by the other

schemes.

6 MPI Evaluation and Analysis
In this section, we evaluate MPI with EF and IBA with detailed micro-benchmarks and several

applications such as the NAS benchmarks and GROMACS.

6.1 MPI Micro-Benchmarks
In this section, we present latency and throughput micro-benchmark evaluations of MPI over three

networking stacks, namely TCP/IP/EF, EFSockets and VAPI/IBA. TCP/IP/EF uses EF as a conven-

tional 1-GigE adapter (with a 1Gbps peak theoretical throughput). EFSockets uses both the ports

of EF and thus achieves a 2Gbps theoretical throughput. Thus, this comparison addresses three

different network speeds, viz., 1Gbps, 2Gbps and 8Gbps. For VAPI/IBA, we use MVAPICH2 [29]

and for TCP/IP/EF and EFSockets, we use LAM-MPI for the comparison.

The latency test is conducted in a ping-pong fashion and the latency is derived from round-trip

time. Figure 6a shows the latencies achieved by MPI on top of the different stacks. We observe

that the 1-byte latency achieved by MPI/IBA is 4µs as compared to the 13µs and 28µs delivered by

MPI/EFSockets and MPI/TCP/IP/EF, respectively; an improvement of more than 3 times for IBA

as compared to EF. In addition, we observe that, as the message size increases, the latency of both

MPI/EFSockets and MPI/TCP/IP/EF increases at a faster rate as compared to MPI/IBA.

The bandwidth test is used to determine the maximum sustained data rate that can be achieved

at the network level. The test uses non-blocking MPI calls. In this test, the sender keepds sending

back-to-back messages to the receiver until it has reached a pre-defined window size Q. Then it

waits for these messages to finish and sends out another Q messages. Figure 6b shows the through-

put for MPI with the different stacks. The peak throughput achieved by MPI/IBA is 7321Mbps
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Figure 6: Micro-benchmarks with MPI/TCP/IP/EF, MPI/EFSockets, MPI/IBA (a) Latency (b) Throughput

as compared to the 1780Mbps and 890Mbps delivered by MPI/EFSockets and MPI/TCP/IP/EF,

respectively, i.e., IBA achieves a 4 times higher throughput as compared to EF.

6.2 MPI Application Evaluation and Analysis
In this section, we evaluate various MPI-based applications with the different networking stacks.

Specifically, we choose two well known application suites for the evaluation - NAS Parallel Bench-

marks and GROMACS.

Evaluation of NAS benchmarks: NAS benchmarks, dervied from computational fluid dy-

namics application, are a set of benchmarks (IS, MG, EP, CG, LU, SP and BT) which are designed

to evaluate the performance of parallel supercomputers. These benchmarks provide several prob-

lem sizes (e.g., Class W, S, A, B, C) for evaluating different supercomputers. We use Class B

problem size, which tests the performance of small clusters in all our experiments.

Figures 7a and Figure 7b show the evaluation of NAS benchmarks using the three networking

stacks. These figures show multiple evaluation metrics, viz., execution times, computation time,

communication time and RPI. The measured execution time is the overall time taken by the ap-

plication as reported by the benchmarks themselves. RPI is relative performance improvement

achieved by IBA as compared to EFSockets as defined in Section 4; in short RPI refers to the

percentage of communication benefit that we retain by replacing IBA with EFSockets.

We see that for most of the NAS benchmarks (e.g., MG, EP, LU, SP and BT), MPI/EFSockets

12



Table 1: NAS Benchmarks: Communication time and Message Size breakup

Application Comm. Time <2K 2K -16K 16K - 1M >1M
TCP/IP/EF

IS 84.18% 14 11 0 11
CG 65.48% 16113 0 11856 0
MG 64.08% 1607 630 3702 0
LU 54.68% 100021 0 1008 0
SP 51.32% 9 0 9636 0
BT 39.57% 9 0 4836 0

achieves a RPI value of 90-100%, i.e., replacing IBA with EF will affect the communication per-

formance of such applications by less than 10%. For the other NAS benchmarks (IS and CG), we

see that RPI values are close to 55%. It is to be noted that though these values are lower than those

of the other NAS benchmarks, they are still impressive considering the fact that EF is a four times

slower network as compared to IBA.

In order to further understand the reason for the low RPI values of EF for some of the NAS

benchmarks, we profile these applications using a light-weight MPI profiling library, mpiP [6].

Also, in order to understand the message size breakdown at the MPI level, we use the numbers

reported in [25] (note that the message size breakup does not change with the experimental testbed).

Table 1 shows the communication time spent using TCP/IP/EF and message size distribution

of all the benchmarks used. We note two main insights from the table. First, IS spends close to

85% of its time in communication and 15% of its time in computation, i.e., its total execution time

and communication time are close to each other. Benchmarks such as CG have 65% of its time

spent in communication and the remaining 35% in computation. The second point to note in the

table is that IS and CG use the largest overall message sizes (IS uses several messages over 1Mbyte

in size and CG uses close to 12,000 messages that are between 16Kbyte and 1Mbyte in size). As

shown in Figure 6, IBA achieves close to four times the performance of EF for large message

sizes. Accordingly, communication-intensive applications which use large message sizes benefit

significantly resulting in lesser RPI values.

Evaluation with GROMACS: Groningen Machine for Chemical Simulations (GROMACS) is

a molecular dynamics simulation package developed at the University of Groningen. GROMACS
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Figure 7: NAS Benchmarks Evaluation with MPI/TCP/IP/EF, MPI/EFSockets, MPI/IBA: (a) IS, MG and EP(b) CG,
LU, SP and BT

is a distributed molecular dynamics implementation, for systems with hundreds to millions of

particles. It is a communication-intensive benchmark. When partitioned on to multiple nodes, a

major portion of the data can reside in L2 cache, reducing the main memory accesses and resulting

in super-linear speedup. We evaluate the performance of three different GROMACS applications,

viz., DPPC, VILLIN and POLY-CH2 on 16 processes (8 nodes).

Figure 8 shows the performance of all three applications for the three stacks. As shown in the

figure, MPI/EFSockets performs significantly better than MPI/TCP/IP/EF for DPPC. MPI/IBA,

however, performs only slightly better than MPI/EFSockets. This is also reflected in the RPI value

which is 92%. This shows that replacing IBA with EF only matters minimally for this application

in the communication time as well as the overall execution time.

In the case of VILLIN and POLY-CH2, the performance improvement of MPI/IBA is better

compared to MPI/EFSockets. The RPI values for these applications are 56% and 55% respec-

tively. The reason being both these application are heavily communication-intensive (with 99% of

the total execution involved in communication with large messages of sizes close to 500Kbytes as

shown in Table 2 and Figure 8). We believe that the huge communication time spent in such slow

networks in a 16 processor run is mainly due to the process skew waiting for other processes to syn-

chronize. As mentioned earlier, IBA achieves close to four times the performance of EF for large

message sizes. Accordingly, applications such as VILLIN and POLY-CH2 benefit significantly.

14



Table 2: GROMACS: Communication Time and Message Size Distribution
Application Comm. Time Message Size

TCP/IP/EF
DPPC 82.77% 91KB
VILLIN 99.06% 375KB
POLY-CH2 99.3% 480KB

In summary, we notice that in the MPI applications that we studied, for applications which use

small or medium message sizes, EF is able to provide 80-95% of the performance gains achievable

by IBA. For applications which use large message sizes, EF is able to provide 55-60% of the

performance gains achievable by IBA.

Gromacs Application-level Performance
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Figure 8: Gromacs Evaluation with TCP/IP/EF, EFSockets and IBA: DPPC, VILLIN, POLY-CH2

7 Parallel File-system Evaluation
In this section, we evaluate the three network stacks with several PVFS-based micro-benchmarks

and the MPI-Blast application.

7.1 File-system Micro-Benchmarks
Figure 9 shows a typical PVFS setup. As shown in the figure, a number of nodes in the cluster

system can be configured as I/O servers and one of them (either an I/O server or a different node)

as a metadata manager. Compute nodes contact the metadata manager for file information and get

the actual data from different I/O servers over the network in parallel. I/O servers use the local file-

system to store the individual file stripes. It is to be noted that, due to the wide difference between
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the network and the disk speeds, the effective throughput achieved by PVFS could be limited by

that of the disk. However, data used by applications is frequently in server memory, e.g., due to

file caching and read-ahead mechanisms. Thus, applications can still benefit from fast networks in

such cases. Hence, we designed our experiments based on a memory-resident file system, ramfs.

These tests are designed to stress the network data transfer independent of any disk activity.

As mentioned in Section 3.2, PVFS can be implemented either using the sockets interface or

over the native protocol stack exposed by each network. For EF, the native protocol itself exposes

the sockets interface through the EFSockets protocol stack; hence for this network, we use the

sockets-based implementation of PVFS-2. For IBA, there exist research prototypes of PVFS and

PVFS-2 which have been implemented directly on the native IBA interface [36] and give the best

performance. However, these implementations are currently unstable, due to which we stick to the

sockets implementation of PVFS in this paper. Further, we use SDP as the sockets protocol stack

due to its better performance as compared to the traditional kernel-level sockets implementation.

Performance of Contiguous File I/O: In this test, we evaluate the performance of PVFS

concurrent read/write operations. For this purpose, we use a program to parallelize file read/write

accesses of contiguous data buffers from each compute node. Each compute node simultaneously

reads or writes a single contiguous region of size 64N Kbytes, where N is the number of I/O nodes

in use. For example, if the number of I/O nodes is 4, the request size is 256 Kbytes (striped as four

64Kbyte chunks).

Figure 10 shows the PVFS read/write performance with TCP/IP/EF, EFSockets and SDP. In

this experiment, we use four servers and vary the clients from one to four to measure the aggregate

throughput. As shown in the figure, PVFS/SDP considerably outperforms the PVFS/TCP/IP/EF

and PVFS/EFSockets, achieving close to twice the throughput as PVFS/EFSockets and thrice

that of PVFS/TCP/IP/EF. This follows the same trend as shown by the basic throughput micro-

benchmark results in Figures 5.

Performance of Non-Contiguous File I/O: In this test, we evaluate the performance of PVFS
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Figure 10: PVFS over TCP/IP/EF, EFSockets and SDP (a) Read Performance (b) Write performance

with noncontiguous read and write accesses. MPI-Tile-IO [32] is a tile-reading MPI-IO benchmark

that performs non-contiguous read or write accesses. It tests the performance of tiled accesses to

a two-dimensional dense dataset, simulating the type of workload that exists in some visualization

applications and numerical applications. In our experiments, four nodes are used as server nodes

and the other four as client nodes running the MPI-tile-IO processes. Each process renders a 1× 2

array of displays, each with 1024 × 768 pixels. The size of each element is 32 bytes, leading to a

file size of 48 MB.

We evaluate the read and write performance of mpi-tile-io over PVFS. As shown in Figure 11,

the peak read throughput achieved by PVFS/SDP is 1119Mbps as compared to 764Mbps and

756Mbps achieved by PVFS/EFSockets and PVFS/TCP/IP/EF, respectively. We see a similar trend

in PVFS write performance as well. One interesting point to be noted is that the performance of all

the networks is considerably worse in this test as compared to the concurrent file I/O test; this is

due to the non-contiguous data access pattern of the MPI-tile-IO benchmark which adds significant
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Figure 11: Non-contiguous Read and Write Performance of PVFS over TCP/IP/EF, EFSockets and SDP

amount of overhead.

7.2 File-system Application Evaluation
In this section, we evaluate the three networking stacks using MPI-Blast, a parallel sequence

matching application.

Overview of MPI-BLAST: BLAST is a Basic Local Alignment Search Tool that is designed

for comparing a sequence of a particular gene or protein with other sequences from a variety of

organisms. It uses an algorithm developed by NCBI; by searching for a portion of alignment,

BLAST identifies regions of similarity within two protein sequences.

MPI-BLAST is a parallel version of NCBI BLAST developed by the Los Alamos National

Laboratory. MPI-BLAST segments the BLAST database and distributes it across cluster nodes,

permitting BLAST queries to be processed on many nodes simultaneously. Further, since each

node’s segment is smaller in size, it can reside in the memory cache, yielding a significant speedup.

For our experiments, we use four PVFS I/O servers and 4 nodes as both PVFS clients and MPI

processes to access the shared storage. We vary the database sizes from 1GB to 4GB.

Figure 12a shows the total execution time of MPI-Blast while running a single query with

18



MPI Blast Performance

0

50

100

150

200

250

300

1GB 2GB 4GB
Database Size

Ex
ec

ut
io

n 
Ti

m
e 

(s
ec

)

0%

10%

20%

30%

40%

50%

60%

70%

80%

TCP/IP/EF EFSockets SDP/IBA RPI

MPI Blast Network Utilization

0

500

1000

1500

2000

2500

82
8

92
8

10
28

11
28

12
28

13
28

14
28

15
28

16
28

17
28

18
28

19
28

20
28

21
28

22
28

23
28

24
28

25
28

26
28

27
28

Time Line

Th
ro

ug
hp

ut
 U

tili
za

tio
n 

(M
bp

s)

Figure 12: MPI-Blast Application (a) Execution Time with PVFS/TCP/IP/EF, PVFS/EFSockets and PVFS/SDP (b)
Network Utilization
varying database sizes2. From the figure, we see that for a 1GB database, MPI-Blast using

PVFS/TCP/IP/EF, EFSockets and SDP have execution times of 112 secs, 94 secs and 86 secs,

respectively; the RPI value for this experiment is 67%.

Since, the 1GB database used in this experiment completely fits into the host memory of the

PVFS servers, the file-system communication is primarily bound by the network performance.

This reflects in the RPI value where EF is only able to cover 67% of the performance capability

of IBA (which is, though impressive, lesser than what we observed for some of the NAS bench-

marks in Section 6.2). Further, since MPI-Blast also performs a significant amount of computation

once the data is fetched, i.e., the percentage of communication in the overall application execu-

tion can be expected to be less. This leads to lesser improvement for applications replacing EF

with IBA in terms of total execution time. Similarly, for the 2GB database, we see that 74% of

the communication performance gain (RPI) achievable by PVFS/SDP/IBA is already provided by

PVFS/EFSockets.

Despite the fact that there is close to 3 times improvement in terms of bandwidth between

EFSockets and SDP/IBA as shown in Figure 5, we see that the performance of MPI-Blast with

PVFS/SDP is closely comparable to that of PVFS/EFSockets. In order to understand this further,

we measure the network utilization of MPI-Blast using PVFS/SDP.
2For the 4GB database, we had stability issues with SDP and hence could not include this result. We plan to include

this in the final version of the paper.
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Figure 12b shows the network utilization of MPI-Blast with PVFS/SDP for a 1GB database.

As shown in the figure, the IBA network is severely under utilized during the execution of the

application. The peak network bandwidth achievable using SDP is close to 5.8Gbps whereas only

2Gbps of network bandwidth is utilized during most of the execution; a requirement which slower

2-Gbps networks such as EF can easily meet. Since the network utilization is more than the peak

bandwidth of TCP/IP/EF, we see that the performance of MPI-Blast using PVFS/TCP/IP/EF is

significantly worse compared to the other two networks. However, as it is within the reach of

EFSockets, there is not much difference between the performance of EFSockets and SDP.

In summary, we see that for applications such as MPI-Blast, 69-75% of the communication

performance gain achievable by SDP/IBA is already provided by up to four-times slower networks

such as EF.

8 Discussion and Related Work
In the past decade, there has been significant research on various programming models such as

Sockets [33, 24, 11, 10] and MPI [26, 30, 31, 22], as well as parallel file-systems over high-speed

networks [36]. In most of these implementations, researchers have used the advanced features of

high-speed networks (e.g., RDMA, non-blocking communication, etc.) to design these program-

ming models in an efficient manner. In our previous work [34, 28, 23], we have also shown the

benefits of the advanced hardware features of 10-Gigabit as well as 1-Gigabit networks to effi-

ciently support applications outside these standard programming models. In this paper, we try to

understand and point out that current generation networks offer advantages in two directions: (i)

raw network performance and (ii) advanced communication features (e.g., RDMA, multicast). Of

these, the advanced communication features are the most helpful in achieving high-performance

for applications, scalability for large clusters, etc. However, the raw network performance does not

seem to play a significant role in these performance benefits.
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9 Concluding Remarks
Recent trends in high-speed networking technology emerged due to the underlying assumption

that the network is one of the primary bottlenecks in cluster computing. However, whether this

assumption is in fact a reality for current environments is yet to be understood. In this paper,

we try to understand if such multi-gigabit network speeds justify the cost of these newer networks

with respect to the performance gains they provide for end applications. Specifically, we performed

comparative analysis with conventional 1-GigE adapters, 2-GigE adapters (using two 1-GigE ports

in adapters such as EtherFabric) and 8-Gigabit network adapters such as IBA for end applications

in two broad domains: (i) message passing interface (MPI) based scientific applications such as

GROMACS and the NAS parallel benchmarks and (ii) data-intensive applications relying on par-

allel file-systems (e.g., PVFS), such as MPI-Blast. Our experimental results show that for many

of the end-applications that we studied, EtherFabric was able to achieve 70-90% of the perfor-

mance gains achievable by IBA. Due to the low-cost of EtherFabric and its compatibility with

the existing TCP/IP/Ethernet infrastructure (include copper port based traditional GigE switches),

such adapters seem to hold a lot of promise for many of the end-applications. We plan to study

this further with a wider range of applications and also understand the impact of varying network

speeds.
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