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Abstract—Cloud computing has emerged as the leading
paradigm for information technology businesses. Cloud comput-
ing provides a platform to manage and deliver computing services
around the world over the Internet. Cloud services have helped
businesses utilize computing services on demand with no upfront
investments. The cloud computing paradigm has sustained its
growth, which has led to increase in size and number of data
centers. Data centers with thousands of computing devices are
deployed as back end to provide cloud services. Computing devices
are deployed redundantly in data centers to ensure 24/7 availabil-
ity. However, many studies have pointed out that data centers con-
sume large amount of electricity, thus calling for energy-efficiency
measures. In this survey, we discuss research issues related to
conflicting requirements of maximizing quality of services (QoSs)
(availability, reliability, etc.) delivered by the cloud services while
minimizing energy consumption of the data center resources. In
this paper, we present the concept of inception of data center
energy-efficiency controller that can consolidate data center re-
sources with minimal effect on QoS requirements. We discuss
software- and hardware-based techniques and architectures for
data center resources such as server, memory, and network devices
that can be manipulated by the data center controller to achieve
energy efficiency.

Index Terms—Controller design, data centers, energy efficiency.

I. INTRODUCTION

INFORMATION TECHNOLOGY (IT) industry has evolved
from its birth in the last century to one of the most prominent

industries in today’s world. Along with its rapid growth, IT has
changed our lifestyle and has become a technology enabler for
many veteran industries and businesses [1]. The IT growth has
been generally fueled by cheaper and more powerful computing
resources. However, recently, the on-demand availability of
computing resources in the form of cloud has led to a ma-
jor technological revolution. The cloud facilities deploy large
number of computing resources networked together in the form
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of warehouse-size data centers. Clients utilize these computing
resources on-demand through managed cloud applications at
flexible prices. The on-demand utility-based cloud model has
characteristics such as lower operating costs, small investments,
high scalability, and multitenancy that are ideal for small in-
dustries and businesses [2]. IT technologies, including cloud
and mobile cloud computing, have become a major consumer
of energy due to rapid growth and integration with many
industries [3], [4]. Energy efficiency is a global challenge for
today’s world, where conventional energy resources are being
consumed at a very rapid pace, and call for alternative energy
resources is growing. Therefore, many IT technologies have
focused on saving energy by developing energy-efficient pro-
tocols, architectures, and techniques [1]. Although cloud com-
puting is termed as an inherently energy-efficient platform due
to scalable nature of its resources and multitenant capability,
densely populated data centers are usually over provisioned and
consume large amounts of energy in a competitive race among
the service providers to ensure 24/7 availability of services to
the clients [5].

Recently, many studies have focused on the energy consump-
tion levels of data centers [6], [7]. The Environmental Protec-
tion Agency (EPA) study estimated that the data center energy
consumption would double from 2006 (61 billion kWh) to 2011
[6]. In 2009, data centers accounted for 2% of worldwide elec-
tricity consumption with an economic impact of US $30 billion
[8]. Gartner Group forecasted data center hardware expenditure
for 2012 to be at US $106.4 billion, a 12.7% increase from
2011, whereas cloud computing revenue is forecasted to jump
from US $163 billion in 2011 to US $240 billion in 2016 [9].
Another drawback of energy consumption by the IT sector is
the emission of greenhouse gases. As the electricity production
process emits large amount of carbon dioxide depending on the
type of fuel used, the IT sector contributes indirectly to carbon
dioxide emissions [7]. The IT sector was responsible for 2% of
carbon dioxide worldwide in 2005, a figure that is estimated
to grow by 6% per year [6]. Aggressive energy-efficiency
measures for all devices inside the data center can reduce 80%
of energy costs and 47 million metric tons of carbon dioxide
emissions [6]. The data center efficiency is measured by a
metric called power usage effectiveness (PUE), which is the
ratio of total data center energy usage to IT equipment energy
usage [6]. The average PUE value of data centers in a 2005
survey was found to be 2 [10]. It was estimated that the average
PUE value will fall to 1.9 by 2011, although aggressive energy-
efficiency measures can result in ideal PUE value of 1.2 [6].
Higher PUE value indicates that most of data center energy
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Fig. 1. Power distribution among physical infrastructure.

is consumed in cooling measures instead of computing. An
energy-efficient data center with a lower PUE index can lead
to several benefits such as: a) reduced energy consumption,
hence, lesser operational expenses; b) lesser greenhouse gas
emissions; and c) lesser device costs [11]. Data center operators
are also interested in the total cost of ownership: the sum of
capital expenses (capex) required in setting up the data center
and the operational expenses (opex) required in running the data
center [6]. Fig. 1 illustrates the distribution of data center power
among cooling, power distribution, and computing units.

A. Research Problem Discussion

The fact that the energy consumption is distributed among
many data center resources and their components, an ideal
energy-efficiency approach requires consideration of all data
center resources, including the server (i.e., motherboard, fan,
and peripherals), network devices (i.e., chassis, line card, and
port transceivers), storage devices (i.e., hard disks, RAM, and
ROM chips), and cooling devices (i.e., fans and chillers) [5].
While achieving lower PUE index, cloud providers have to
provide quality services in an ever-increasing competitive cloud
market. Cloud providers hosting diverse applications need to
maintain service-level agreements; (SLAs), achieve low access
latencies; meet task deadlines; and provide secure, reliable, and
efficient data management. Cloud provider business objectives
often conflict with low-cost hardware designs and resource
optimization techniques deployed in back-end data centers for
energy efficiency. Data center energy optimization is a hard
problem due to online consideration of dynamic factors such as
workload placement, resource mapping, cooling schedule, in-
terprocess communication, and traffic patterns. However, cloud
providers have been forced to consider energy optimization
techniques for back-end data centers due to escalating energy
bills and competitive price market for cloud services [12].

The average workload on the data center usually remains
at 30% and does not require functioning of all computing
resources [11]. Therefore, some of the underutilized resources
can be powered off to achieve energy efficiency while fulfilling
the data center workload demands. However, scheduling of
data center resources requires careful considerations of data
center traffic patterns, client SLAs [13], latency and perfor-
mance issues [14], network congestion [11], and data replica-
tion [15]. Data center energy-efficiency controllers for servers
[16], memory devices [15], and network topologies [13] have
been proposed separately in the literature. Moreover, security

cannot be ignored while optimizing data center resources
for energy efficiency [17], [18]. Researchers have proposed
a resource optimization strategy composed of confidentiality,
integrity, and authentication measures considering real-time
computation and deadline constraints [19]. The practice of data
center resource optimization was considered taboo previously
due to business continuity objective. Google recently published
a data center resource management patent that shows that
large IT companies are now focusing on the issue of energy
efficiency [12]. Cloud providers deploy redundant resources to
ensure 99.9% availability of services. On the other hand, energy
efficiency advocates minimizing the data center resources while
eliminating redundancy. In order to achieve energy efficiency
without compromising quality of service (QoS) and SLAs, data
center resources need to be managed carefully according to the
workload profile of cloud service.

In this paper, we present the concept of a central high-
level energy-efficiency controller (see Fig. 2) for data centers.
The data center controller interacts with resource-specific con-
trollers (i.e., server, memory, and network) in a coordinated
manner to make decisions regarding workload consolidation
and device state transitions (sleep, idle, etc.) for energy effi-
ciency. User SLAs enforce cloud providers to ensure a required
performance level to meet business objectives. The data center
controller is required to make resource consolidation and state
change decisions based on workload profile to avoid SLA
violations. The data center controller divides control among
various resource controllers that manage a single data center
resource domain. However, the resource controllers often work
in opposing manner to counter each other’s effects [20], [21].
Therefore, to manage data center energy efficiency, the resource
controllers’ coordinate control mechanism between data center
resources through the central controller. Resource controllers’
coordinate workload conditions within their domain such as
network congestion, server overload, and thermal hotspots to
the central controller to avoid further workload placement. The
central controller takes decision at a global level and forwards
feedback to resource controllers in order to mitigate adverse
workload conditions. The feedback helps resource controllers
make decisions regarding device state transitions that result in
energy efficiency while meeting SLA requirements.

To optimize energy, the central controller employs both
hardware- and software-based techniques for all data center
resources. This survey has been organized considering three
main resources in the data centers, i.e., server, storage, and net-
work devices. In each section, we discuss the energy-efficiency
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Fig. 2. Central controller for energy-efficient data center.

TABLE I
SERVER POWER STATES

techniques and architectures for the corresponding data center
resource. Section II elaborates energy-efficient server devices
and their architecture. Cooling and power distribution devices
are also discussed in the sections. Section III highlights energy-
efficient storage devices and architectures. Section IV de-
tails the data center communication architectures, devices, and
protocols.

II. COMPUTING SYSTEMS

Servers are the most prominent and energy-hungry element
of the data centers. Servers account for 50%–90% of IT elec-
tricity consumption in a data center of different space types [6].
Data centers are mainly composed of three kinds of servers,
i.e., volume servers, mid-range servers, and high-end servers.
The EPA study estimated in 2007 that the volume servers
were the major server class used in data centers and consumed
34% of total data center electricity [6]. As the same study
pointed out the escalated electricity consumption values in the
data centers, data center operators started search for energy-
efficient data center building blocks, specifically servers. A
server node can be managed in different operational states
according to the current workload to achieve temporal energy
proportional computing [22]. Dynamic voltage and frequency
scaling (DVFS) of processor results in lower power states
with lower computation cycles. Lesser computation cycles may
affect QoS of the hosted cloud services. The Advanced Config-
uration and Power Interface (ACPI), available on most of the
operating systems, provides a standard interface for managing
server power states [23]. ACPI standard provides different
server states defined in Table I. The power consumption of a

server is proportional to CPU frequency and square of supplied
voltage. Many researchers have proposed DVFS techniques
for power efficiency in data centers [5], [24]. However, next-
generation semiconductor technology would operate on opti-
mal voltage that would not be further minimized [8]. Hence,
such hardware will have lesser advantage of DVFS techniques.
On the other hand, researchers have proposed “race to halt”
techniques for energy efficiency, i.e., execute task at highest
operational frequency and sleep at completion [22]. We will
discuss energy-efficient server architectures, server power, and
cooling requirements in the following sections.

A. Server Architectures

Reduced instruction set computer (RISC) architectures are
inherently energy efficient than their counterpart Complex In-
struction Set Computer (CISC) architectures. Therefore, they
are predominantly used in mobile and embedded systems.
RISC-based processors have lesser number of transistors and
gates but require more instruction cycles for a task than a CISC-
based processor. Aroca and Gonçalves [25] have made compar-
ison of several x86 and ARM processors for power efficiency on
a hardware testbed. Typical server applications were run on the
processors, and analysis of server temperature, CPU utilization,
latency, and power consumption for varying workloads was
made. The results show that ARM-based processors are three
to four times more energy efficient than the x86-based proces-
sors while comparing requests per second per Watt relation.
Li et al. [26] carried out study on ARM cores over a power and
area modeling framework. The simulation results show 23%
and 35% reductions in capex and power costs, respectively.
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TABLE II
COMPARISON OF SERVER DESIGNS IN DATA CENTER SPACE

System-on-Chip (SoC) designs have emerged from the
ARM-based processor class. A SoC design integrates several
processor cores, memory units, network interfaces, graphics
processor, and input/output (I/O) controllers on a single die
to reduce the number of interconnects, die area, and power
consumption [26]. SoC designs reduce pin crossings, which
lead to lesser power consumption than discrete and physically
separate designs. Table II shows energy, cooling, and space
efficiency tradeoffs between various server designs [25], [27].

The server technology is becoming increasingly out of bal-
ance from the memory technology in terms of bandwidth and
speed. Moreover, server designs emphasize on performance
rather than work done per unit cost or energy. Hamilton
[28] proposed Collaborative Expandable Micro-slice Servers
(CEMS) design for modular data center built on a customized
rackable server chassis consisting of x86 cores sharing a sin-
gle power supply, double data rate (DDR) 2 memory units,
and I/O interfaces. Performance metrics, such as request per
server (RPS), price, power consumption, and RPS per dollar
were evaluated. Results show that CEMS design leads to 50%
energy efficiency without affecting system performance. Three-
dimensional stacked design similar to SoC design is another
promising technique for space compaction and energy effi-
ciency in data centers. Researchers proposed a 3-D component
stacking server architecture named PicoServer [29]. PicoServer
architecture consists of stacked cores and multiple DRAMs
connected through low-latency buses, thus eliminating the need
of L2 caches. Multiple cores allow clock frequency to be
lowered without affecting throughput of the system and also
satisfying thermal constraints. The essence of 3-D stacking
architectures is the core-to-DRAM interfaces that provide low
latency and high throughput and consume lesser energy. A
typical SoC design is illustrated in Fig. 3.

Multiple cores integrated on single-chip compaction designs
(e.g., blade, SoC, and CEMS) increase power and heat density
of the die. Therefore, designing densely populated computing
modules requires careful consideration of power density, clock
frequency, and system throughput [30]. Furthermore, SoC de-
signs have to consider application and thread level parallelism
for performance optimization. Critics to such designs have
pointed out several challenges that need to be addressed before
the benefits of power efficiency can be achieved. Performance
of such server designs is bounded by Amdahl’s law for mul-
ticore systems. According to Amdahl’s law, a balanced system
should: a) need a bit of sequential I/O per second per instruction
per second; and b) have a memory with megabyte per millions
of instructions per second (MB/MIPS) ratio close to 1 [31].
Processing capacity, memory, I/O, and network bandwidth need
to be increased in balance so that the performance of one

Fig. 3. SoC 3-D stack design of server.

component does not bottleneck the performance of the whole
system [32]. Moreover, multiprocessor SoC parallelization can
impose significant overhead of interprocessor communications
[33], [34]. Wang et al. [35] proposed a task-scheduling tech-
nique that jointly reschedules computation and interprocess
communication of each task for multiprocessor SoC designs
to minimize both intercore communication overhead and task
memory usage.

Data center operators have predominantly adopted high-end
server designs in data center buildings as high-end servers are
suitable for high-performance computing (HPC) applications
[7]. High-end servers are similar in design to rack-mounted sys-
tems with multiple cores, dedicated storage, and I/O bandwidth
all at exascale computing level. High-end servers provide: a)
high performance for data- and compute-intensive applica-
tions, b) better power distribution among computing resources
through efficient power distribution unit (PDU) design, and c)
higher utilization levels for HPC applications due to exascale
design. Blade servers also offer a similar design of a stripped-
down server with modular components and several cores wired
to a die. Several thermal and virtual resource management
techniques are based on the blade server model of data cen-
ters [36]. However, researchers have advocated the usage of
commodity low-cost low-power cores for scale-out applications
for increased performance per dollar rather than increased
performance/server metric. Lim et al. [27] present the intuition
behind the usefulness of commodity and embedded processors:
Volume servers drive higher costs, whereas commodity and
embedded servers target cheaper markets, therefore providing
better performance per dollar. The authors evaluated six server
designs from volume, mobile, and embedded space. Results
showed that mobile and embedded processors provided better
performance per dollar than the volume servers for different
data center applications. A similar study [37] conducted on
seven different server class designs showed that mobile class
systems are 80% and 300% energy efficient than the embedded
class systems and volume servers, respectively. However, I/O
interface limitations of mobile class systems limit their usability
for data-intensive workloads. Graphic processing units (GPUs)
have also become essential part of data centers hosting scientific
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applications due to their efficiency in floating-point functions.
Moreover, GPUs are highly energy efficient compared with
CPUs. The top two energy-efficient supercomputing machines
are GPU based.1 GPUs provide nearly 85 times lesser power
consumption for a floating-point calculation than x86-based
processors [38].

Employing DVFS techniques and using commodity server
designs lead to energy efficiency at the cost of performance. The
scale-out approach (3-D stacking, SoC, and commodity servers)
can lead to better performance per unit energy with customized
I/O and memory designs for data-intensive computations [39].
Moreover, SoC designs compact computing units in a small
space and require dedicated thermal fail over management
[30]. Furthermore, scale-up design optimizes system through-
put rather than work done per unit cost or energy. Due to
escalating data center energy costs, systems designs aimed at
lower energy per unit work need to be investigated. RISC-based
architectures are inherently energy efficient and can be utilized
in scale-out designs [26]. However, high-end systems optimally
support virtualization techniques that are making their way in
low-power RISC designs [25].

B. Server Power Distribution

A medium-size data center with 288 racks can have a power
rating of 4MW [40]. The data center power infrastructure is
complex, and power losses occur due to multistage voltage con-
versions. Power loads of the medium-size data center require
high-voltage power supply of up to 33KV. This high-voltage
supply is stepped down to 280–480-V range by automated
transfer switches. The stepped-down voltage is supplied to an
uninterrupted power supply (UPS) system. The UPS converts
the ac to dc to charge the batteries and converts dc back to
ac before supplying power to the PDUs. The PDU steps down
voltage according to specification of each computing unit. The
multiple power conversion phases have efficiency in the range
of 85%–99%, which results in power losses [22]. Therefore,
along the lines of smart grid, the data center power distribution
and conversion need to be intelligently and efficiently designed
[20]. The PDUs are arranged across the data center in wrapped
topology; each PDU serves two racks, and each rack draws
current from two PDUs. The power is provided to each server
through connectors called whips that split 480-V three-phase ac
to 120-V single-phase ac. Fig. 4 depicts the conventional power
distribution system of a data center.

Power capping and multilevel coordination is required to
limit data center power budget across the cyberphysical space.
Researchers have proposed a power capping scheme for data
centers that require coordination among various data center
resources, such as virtual machines, blade servers, racks, and
containers [21]. The server controller caps power budget by
varying P-states according to reference utilization and actual
utilization levels of the server. Modern servers are equipped
with dynamic power management solutions to cap local power
budget [41]. Controllers at higher level react to the changes
of lower level controllers in the same manner as they react to

1http://www.green500.org/

Fig. 4. Data center power distribution.

varying workloads. In modern rack-based data centers, modular
power distribution is adopted with redundant power distribution
elements. Pelley et al. [40] adopt the technique of shuffled
power topologies, where a server draws power from multiple
power feeds. A central controller manages switching of servers
to power feeds to: a) enforce power budgets through control
loops by modulating processor frequency and voltage; b) dis-
tribute load over feeds in case of feed failure; and c) balance
power draws across the three ac phases to avoid voltage and cur-
rent spikes that reduce device reliability. The power-scheduling
technique, power routing, sets power budget for each server at
the PDU. If the server power demand increases its budget cap,
the power routing seeks additional power on the power feeds
linked to the server. For underutilized servers, the power routing
controller reduces their budget caps and creates power slacks
that might be required elsewhere in the power distribution
system. Estimating server power usage and provisioning data
center power accordingly requires thorough investigation of:
a) nameplate versus actual peak power values; b) varying data
center workloads; and c) application-specific server resource
utilization characteristics [42]. The gap between the theoretical
and actual peak power utilization of cluster servers allows the
deployment of additional computing devices under the same
power budget. Meisner et al. [43] argue that the PDUs’ effi-
ciency remains in green zone above 80% for server utilization.
At lower server utilization levels, the PDU efficiency drops
below 70%. PDU scheduling scheme, PowerNap, is devised to
achieve higher efficiency. PowerNap deploys redundant array
of inexpensive load sharing (RAILS) commodity PDUs. PDUs
operating at less than 80% are shifted to nap mode, and their
load is shifted to adjacent PDUs.

DC power distribution architectures achieve better efficiency
than the ac power distribution due to lesser ohmic power loss.
However, dc power distribution is prone to voltage spikes that
can cause device failure. Voltage spike protection devices need
to be added to the dc power distribution architecture for safe
operations. Researchers have investigated the role of dc/dc
converter that acts as a voltage stabilizer in a 400-V dc power
distribution system [44]. The dc/dc converter consists of hybrid
pair silicon super junction and silicon carbide Schottky barrier
diode that result in low conduction and low power loss. The
dc/dc converter provides 97% efficiency and power density



512 IEEE SYSTEMS JOURNAL, VOL. 10, NO. 2, JUNE 2016

greater than 10 W/cm3 that is ideal for blade servers and SoC
server designs.

C. Server Cooling

A large portion of data center power is used in cooling
measures for large number of heat dissipating servers and
power distribution systems. The cooling measures account for
38% of total data center power, whereas 6% of power is lost
in power distribution [6]. As this power is not utilized in
computing work, it is considered wasted and degrades the data
center performance metric, PUE. Heat removal has been the
key for reliable and efficient operation of computer systems
from early days. The increasing heat dissipation in computing
chips is contributed to both scale-up and scale-out trends in data
centers [8], with current power density estimated at 3000 W/m2

[45]. Scale-out trends have led to more densely populated
data centers, thus requiring dynamic thermal management tech-
niques. Scale-up trends are pushing more transistors on small
chip space. In such scale-up designs, the shrinking dimensions
have led to higher power consumption by leakage currents.
The transistor switching power has not reduced fast enough
to keep pace with increasing transistor densities; hence, chip
power density has increased [8]. As the root of heat dissipation
in data centers, the transistors and their constituent materials
require consideration for parameters, such as leakage power
per unit area. For now, chip heat dissipation continues to rise
with power and transistor density and requires integrated fluid-
cooling mechanisms at data center level [46]. ASHRAE has
suggested maximum server inlet temperature of 27 ◦C for data
center environments [47]. Every 10 ◦C rise in temperature
over 21 ◦C can result in 50% decrease in hardware reliability
[48]. A network of temperature sensors is usually deployed
to monitor thermal dynamics of data centers [49]. Thermal
resource management has been modeled with computational
fluid dynamic techniques. There are two thermal management
techniques in data centers: a) air-flow-based solution; and
b) fluid-based solution [8].

Liquids are more efficient in heat removal than air due to
higher heat capacities. However, fluid cooling comes with in-
creased mechanical complexity [8]. IBM supercomputing node
575 with racked core design comes with modular water-cooling
units (MWUs) for a heat exchange system [50]. Each node in
the rack-mounted supercomputer connects to two fluid couplers
that supply water to cold plates. Cold plates are coupled to chips
by conduction through a thermal interface material. An air-to-
liquid heat exchanger, rear-door heat exchanger (RDHX), acts
as exhaust and cools the air exiting the racks. Water is supplied
to the RDHX and the fluid couplers by the MWU. In the hybrid
fluid–air cooling system, 80% of heat dissipated is rejected to
the MWU, whereas the rest of the heat is rejected to room air.
The MWU consumes 83% less power than the conventional air
cooling systems [50]. Fluid cooling comes with the advantage
of waste heat utilization. The thermal energy transferred to
the coolant can be reused for heating in cold climates [51],
[52]. Moreover, fluid-based cooling is emission free and further
waste utilization can reduce carbon footprint by a large factor

Fig. 5. CRAC.

[53]. Researchers have also proposed green energy sources
such as solar and wind energy for data centers and computing
clusters [54]. The amount of energy generated by the renewable
sources varies due to weather conditions. However, the data
center requires a fixed input current to operate the cluster of
servers. Li et al. [55] proposed SolarCore, a hybrid power
utilization architecture that switches between solar and grid
power. SolarCore maximizes solar energy utilization by match-
ing supply power with utilized power and handles power varia-
tions using DVFS to processor cores. iSwitch architecture [56],
utilizing wind energy, switches the computing load between
energy sources to balance the supply load variations. Compute
load switching is enabled by the virtual machine migration in
data center environments.

Computer room air conditioning (CRAC) units utilize air
ventilation and conditioning techniques to dissipate heat pro-
duced by data center resources. Air-side economizer can be
utilized for free cooling in regions of low temperature and
humidity [57]. Higher server utilization and CRAC unit fail-
ures can lead to nonuniform heat distribution and hot spots
in specific racks. Dynamic provisioning of cooling resources
is required for the nonuniform heat profiles of data centers
[45]. Dynamic thermal management of data centers results
in benefits such as: a) uniform temperature distribution with
reduced hot spots; b) reduced cooling costs; and c) improved
device reliability [49]. Dynamic thermal management tech-
niques have varying approaches to cooling data centers such
as workload placement in cool racks [48], combined workload
placement and cooling management techniques, and virtual
machine placement techniques [36]. A typical CRAC config-
uration is depicted in Fig. 5.

III. STORAGE SYSTEMS

Memory devices account for 5% of electricity consumption
within the data center. Storage volumes continue to increase
50%–70% per year. Cloud data centers often provide Data as
a Service (DaaS) facilities. DaaS facilities maintaining user
data have to meet the often conflicting requirements of high
availability, redundancy, and energy efficiency [2]. There are
two basic techniques to achieve energy efficiency in data center
storage medium: a) making storage hardware energy efficient;
and b) reducing data redundancy [58]. To reduce data redun-
dancy and achieve energy efficiency, careful consideration of
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data replication, mapping, and consolidation is required. Stor-
age systems traditionally utilize redundant array of independent
disks (RAID) technology for performance and availability.
Several proposals have targeted redundant disk shutdowns to
achieve energy efficiency [59]. Verma et al. [15] proposed
Sample-Replicate-Consolidate Mapping (SRCMap) technique
that utilizes virtualization to map a workload on minimum num-
ber of physical nodes. The integrated virtualization manager
consists of subcontrollers: a) replica placement controller that
samples the active set of virtual disks to be replicated, b) active
disk controller that consolidates active virtual disks to physical
disks, and c) consistency manager that makes sure replicas are
consistent across physical disks. However, storage migration
over the network is expensive and prohibitive as it affects
network performance. Moreover, disk spin downs have been
also proposed for energy-efficient RAID storage [60]. Disk spin
downs have severe effect on access latencies. However, such
techniques can be applied to secondary disks during light work-
loads. In the following sections, we will discuss the storage
architectures, emerging energy-efficient storage technologies,
and DRAM architectures in the context of data centers.

A. Storage Architectures

Storage in data centers can be provided in many different
ways. On-chip DRAM units are energy efficient. However, only
a small fraction of application data can be stored in DRAMs due
to higher costs and lower capacities [61]. High volume storage
is provided in storage towers composed of hard disk drives
(HDDs) connected to the server racks through optical fiber
or twisted pair copper wires. High-speed storage is provided
by on-chip memory units such as DRAMs and caches. Data
center storage can be categorized into three forms: a) direct
attached storage connected directly to the server; b) storage area
network (SAN) residing across the network; and c) network
attached storage (NAS) accessible at higher level of abstraction
such as files [22]. The shareable storage is stored on HDDs’
storage towers accessed through NAS and SAN. Although fiber
optic cabling provides high-speed and energy-efficient storage
networking technology, it is cost prohibitive [62]. Fiber channel
is mostly used as the networking technology for SAN and
NAS access. However, Ethernet and infiniband solution have
been also proposed [22]. Fig. 6 depicts the data center storage
architecture.

B. Storage Technologies

The main focus of energy-efficient storage hardware has
been the solid-state drives (SSDs). SSDs utilize Flash memory,
i.e., nonvolatile memory with characteristics similar to elec-
tronically erasable programmable read-only memory. To write
a Flash memory, an erase operation is required that can be
performed on contiguous block of pages. The erase operation
is very slow compared with the read operation and also wears
memory cells, which degrades the memory lifetime [22]. NAND

Flash is most popular Flash memory, but other types of Flash
devices have been also proposed for data center operations [65].
A Flash translation layer (FTL) performs: a) logical-to-physical

Fig. 6. Data center storage architecture.

address translation; b) out-of-order updates to avoid erase op-
eration for writes; and c) wear leveling policies to distribute
erase operations equally over memory cells [22]. The SSDs
have energy proportional characteristics, i.e., the energy used
is proportional to I/O operations per second. On the other hand,
HDDs consume 85% of energy when idle [61]. SSDs are the
future of energy-efficient primary storage in data centers. For
now, the price gap between HDDs and SSDs is decreasing but
is large enough to prohibit data center operators to perform a
complete HDD to SSD migration. Narayanan et al. [61] ana-
lyzed several data centers workload traces on HDDs, SSDs, and
two-tier hybrid architectures. Least cost storage configurations
were measured to support performance, fault tolerance, and
capacity requirements. The hybrid architecture consisting of
SSDs performing the role of a mid-tier fast cache between
server storage and SAN provides better performance and is
lesser cost prohibitive than SSD-only approach. Ferroelectric-
NAND Flash memory design with nonvolatile page buffer has
been also proposed for high-speed low-power data center appli-
cations [65]. The proposed design consumes 300% less power
than conventional NAND Flash memory designs due to lower
erase/program voltages. High write/erase endurance is achieved
by inserting buffer layer between Flash and substrate layers
that reduces stress-induced leakages. A batch write algorithm is
proposed, which speeds up write operations by writing data on
available free pages and updating the OS addresses of the pages
through flash controller. Researchers [63] proposed a flash
controller to manage an array of Flash drives and implement
FTL. The FTL provides interface to the processors for logical
block addresses of the Flash array and is tailored to meet
requirements of data-intensive workloads. Each processor has
access to the Flash array that reduces the ratio of processing
power to memory bandwidth. FTL can be designed in three
mapping architectures, i.e., a) page-level FTL that allocates
sequential pages in a block; b) block-level FTL that allocates
random pages within a block and uses block offset to address
pages; and c) hybrid-level mapping that stores data in data
blocks while changes to data are stored in log blocks [67].
Liu et al. [68] proposed a reuse-aware FTL that avoids block
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TABLE III
COMPARISON OF STORAGE ARCHITECTURES IN DATA CENTER SPACE

erase operation in case the block has a threshold of free pages.
The reuse-aware strategy reduces the number of erases by
selecting blocks with lesser free pages for merge operations.
Researchers have also proposed a hybrid-level FTL that utilizes
both data and log blocks for reuse strategy [67]. FTL garbage
collection technique collects invalid pages scattered over many
blocks. Qin et al. [69] proposed a hybrid FTL that stores
data and update log in the same physical block to concentrate
address mapping. Garbage collection is delayed until there is no
free block for memory allocation. Victim block is selected on
the basis of least number of valid pages. Researchers have pro-
posed Meta-Cure, a technique for FTL metadata fault detection
and avoidance [70]. Meta-Cure replicates Flash metadata and
requests error correction codes before update to prevent error
accumulation.

Emerging main memory technologies such as phase-change
memory (PCM) [66], [71], CMOS, spin-torque transfer RAM
[72], and memristor [73] have been also proposed as energy-
efficient main memory alternatives. These technologies present
attractive features such as high density, nonvolatility, and lower
leakage currents for data center environments. However, these
technologies suffer in performance due to high latency of the
write operation that also reduces the memory endurance [74].
Researchers have proposed several techniques to increase en-
durance of PCM. Redundant writes are removed and balanced
equally to all memory cells through row shifting and memory
segment swapping techniques. Write updates can be delayed
and stored in buffer for frequently updated records to increase
PCM endurance [71].

In spite of energy-efficient characteristics, there are still
many issues that need to be addressed for adoption of SSDs
in data centers. Due to decreasing cell areas, Flash memory
devices are becoming less reliable and less durable [66]. There-
fore, the FTL needs to be redefined to mask media errors
and provide object abstraction for application-specific patterns.
Wear leveling techniques need to be devised to increase Flash
endurance. SSDs have slow write operations, as compared
with DRAM. Data-intensive tasks usually faced in data center
environments require large number of write operations that
degrade SSDs’ performance [63]. Table III compares storage
architectures and technologies for energy efficiency and cost
estimates [75].

C. DRAM Architectures

Several research works have also focused on increasing
DRAM efficiency for data center operations. Sudan et al. [64]
proposed a DRAM colocation scheme of frequently accessed
pages in row buffers to increase hit ratios. As the row buffer
hit ratio increases, the system efficiency increases in terms
of performance, latency, and energy consumption. Frequently

accessed pages are grouped together and migrated to the same
row buffer. The hardware-assisted migration scheme introduces
a translation layer between physical addresses and the memory
controller. The translation layer keeps track of the new physical
addresses of the migrated pages without changing page ta-
ble entries. The DRAM page migration schemes increase
performance by 9% and reduce memory energy consump-
tion by 15%. Researchers proposed high-performance storage,
RAMCloud, based entirely on DRAM components from com-
modity servers [76]. As RAM storage is volatile, disk-level
durability is achieved by keeping two copies of each object
on different servers and logging write updates on a disk. The
RAMCloud architecture reduces the access latencies and in-
creases throughput ten times, as compared with Flash-based
storage. However, RAMCloud architecture consumes five times
more energy than Flash-based storage. Andersen et al. [75]
proposed fast array of wimpy nodes (FAWN) architecture based
on RAM and Flash devices to reduce hot spots in primary-key
storage applications. HDDs, Flash, and DRAM components
were analyzed for FAWN architecture on the basis of four
parameters: cost per gigabyte, access time, throughput, and
power consumption. For small storage capacities (up to 10 GB),
Flash drives provide better cost per gigabyte, whereas large
storage capacities can be supported by HDDs at better cost per
gigabyte. DRAM provides throughput on the order of gigabytes
per second, whereas HDDs and Flash devices lack behind
in this regard. DRAM access latencies are on the order of
nanoseconds, whereas HDD and Flash access latencies are on
the order of milliseconds. DRAM and HDDs consume more
energy due to their capacitor charge and mechanical nature,
respectively. Whereas, Flash memory consumes ten times less
power than HDDs and DRAM.

Next-generation memory devices will be energy efficient
with newer DDR technologies operating at lower voltages [22].
DDR memory can be also operated with DVFS techniques to
achieve energy efficiency. Like server power states, DDR power
states introduce state transition latency that increases with lower
power modes. DDR power modes are managed across various
components of DDR RAM, such as DRAM array, I/O ports,
and registers [77].

IV. COMMUNICATION SYSTEMS

Network devices are another energy-hungry resource of data
centers. Data center networks often extend connectivity to non-
IT equipment for monitoring of environment factors such as
humidity and temperature [49]. An ideal data center network
would connect every node with every other node within the data
center so that cloud applications can be independent of resource
location. However, such scale interconnects are not possible in
data centers with tens of thousands of nodes. Therefore, data
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center networks are usually hierarchical in nature with multiple
subhierarchies connected to each other through switches [78].
Although the number of routers and switches inside the data
center is much less than the number of servers, still the network
devices consume 5% of the data center electricity as the router
peak power can be 90 times greater than that of a server [5].
Cluster switches tailor made for warehouse scale data centers
can connect up to 3456 servers at a time [62]. Most of routers
are modular in nature, i.e., modules comprising multiple ports
can be added to the router chassis [78]. Power consumption
in network devices can be managed through adaptive link rate
(ALR) techniques [79], [80]. The ALR techniques achieve
energy efficiency by either: a) lower data rates; or b) lower
power/idle (LPI) state transitions that are managed according
to the data loads [81]. The standardization of ALR techniques
has resulted in IEEE 802.3az Protocol for Energy Efficient
Ethernet [82]. An ALR technique consists of: a) a mecha-
nism that defines link rate synchronization and corresponding
negotiations; and b) a policy that defines controlling of link
data rate. The mechanisms to implement an ALR technique
can be: a) medium access control (MAC) frame handshake
protocol in which the sender and receiver adjust data rates
through MAC frames [83], b) ALR autonegotiation protocol
that permits communicating devices to set data rate and flow
control parameters [84]; and c) IEEE Energy Efficient Ethernet
802.3az [82]. The LPI state in the 802.3az protocol consumes
only 10% power, as compared with the active state [81].

Most of cloud applications, such as MapReduce and web
search, reach hundreds of servers within the data center for
a single query. Therefore, intra-data center communications
consume 70% of the network bandwidth [81]. Server-to-server
communication requires very low latencies to meet task dead-
lines. However, the data center networks are usually oversub-
scribed, which affects network performance and reduces full
bisection bandwidth. Multiple servers with higher aggregate
uplinks share a switch with a lesser aggregate uplink that causes
oversubscription [3]. To overcome oversubscription ratio and
remove bandwidth bottleneck: a) server-centric [85] and hybrid
[86] network architectures have been adopted; and b) 100-Gb
Ethernet solutions have been proposed [62]. Scalability is an-
other issue with data center networks. The network architecture
should scale with the increase in the number of servers [87].
In the sections below, we discuss network architectures, optical
interconnects, and routing aspects of data centers.

A. Data Center Network Architectures

Data center network topologies (often cited as architectures
in the literature) can be classified into two broad categories:
a) conventional tiered topologies, such as three tier (3T) built
from high-end devices [11]; and b) Clos, fat-tree, and hybrid
topologies built from commodity off-the-shelf resources [86],
[87]. The tiered topology is mostly used in data centers net-
works. The tiered topologies use high-end switches that have
high cost, enhanced functionality, and higher energy consump-
tion. On the other hand, unconventional topologies such as
BCube [86] and DCell [88] advocate the use of commodity
resources that are low cost, provide low functionality, and

Fig. 7. 3T data center topology.

consume lesser energy. The unconventional data center topolo-
gies also take advantage of economy of scale of consumer
hardware and follow scale-out designs. The scale-out designs
deploy large number of simple and inexpensive switches. On
the contrary, conventional topologies follow scale-up designs,
which enforce higher port densities and more functionality per
device.

The 3T topology fulfills the requirements of HPC applica-
tions. However, there are serious issues regarding tiered data
center topologies: a) High-end switches result in oversub-
scribed links in data center networks, which results in limited
server-to-server bandwidth [89]; b) the routing designs in tiered
data center architectures create fragmentation of server re-
sources and addresses that limit the utility of virtualization tech-
niques; and c) tiered data center topologies are not scalable [90].
Moreover, high-end switches in tiered data center topologies
use variants of equal cost multipath (ECMP) routing protocols
that assign paths to flows based on their IP header hash values.
The ECMP routing results in unbalanced flow scheduling where
there are few hot spots inside the data center while other
switches remain idle. Fig. 7 presents the conventional tiered
topology adopted in data centers [78].

Several unconventional topologies have been proposed that
use commodity hardware and custom routing protocols for
energy proportional data center operations. Al-Fares et al. [87]
proposed one such data center topology built from commodity
resources. The proposed k-ary fat-tree topology consists of
k pods, each containing two layers of k/2 switches having
k ports each. Each switch is connected to k/2 pod hosts
with remaining k/2 ports connecting to aggregate layer pods.
The proposed fat-tree architecture consumed 56% less energy
than tiered architectures. Hybrid network architectures utilize
servers and switches as packet forwarding devices [86], [88].
BCube [88] utilizes servers having multiple ports with forward-
ing characteristics connected to mini switches. ServerSwitch is
a server cum switch design that has the capability to process
and forward data packets [91]. The usage of commodity devices
in hybrid architectures leads to lower energy consumption.
However, as servers work as packet forwarding entities, hybrid
architectures limit the scope of server sleep and off modes
for energy efficiency. Researchers proposed a network traffic
and server load consolidation scheme that limits data center
workload to a subset of servers and route traffic through lim-
ited number of switches [92]. Results showed 74% energy
saving in the data center network. Abts et al. [93] proposed
an energy proportional flattened butterfly (FBFLY) topology
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that is inherently energy efficient due to reduced number of
redundant network devices. The FBFLY topology utilizes ALR
techniques according to workload characteristics to achieve
energy proportional data center network.

B. Optical Data Centers

Optical networks have been proposed to overcome some
of the problems faced by conventional data center networks.
As most of the Internet service providers are providing high
bandwidth to end users through fiber-to-the-home technolo-
gies, data center networks are becoming a bottleneck when
subjected to high-speed access. However, optical technology
used in telecommunication networks requires redesign for
data center networks. For intra-data center communication,
the size and power consumption of small form-factor plug-
gable (SFP) transceivers at switches are high. Quad SFP
transceivers providing four times port density can be used
instead of SFP transceivers, whereas vertical-cavity-surface-
emitting lasers have been suggested instead of horizontal cavity
lasers for low-space low-power data center operations [62].
For inter-data center communications, high distances require
use of optical amplifier that nonlinearly respond to different
wavelength-division multiplexing (WDM) wavelengths. Digi-
tal signal processing enabled optical receivers provide better
tolerance to amplitude spontaneous emission noise and signal
dispersion. Several electrical–optical hybrid data center net-
work architectures have been also proposed to provide energy-
efficient network operations in data centers [94]. The idea is
to replace some of the electrical packet switches (EPSs) with
optical circuit switching (OCS) and the corresponding cables
with optical cables. The advantages of such an approach are:
a) Per-port power consumption of an optical switch is 50 times
lesser than that of EPS; b) optical data rates are much higher;
c) WDM can be used to switch multiple channels through a
single port; and d) reduced cabling complexity. The Helios [94]
design of a hybrid optical/electrical data center network fulfills
the packet switching and circuit switching demands of the data
center network by a controlled topology configuration of EPS
and OCS. The Helios topology manager classifies flows into
high-bandwidth point-to-point flows and bursty many-to-many
flows and assigns them to OCS and EPS, respectively. The
OCS and fiber interconnects have several barriers to data center
integration, such as: a) higher capex of optical instruments;
b) lower port densities in optical switches prohibitive of large-
scale data centers; and c) higher switching times than electrical
switches [89].

C. Data Center Routing

Efficient routing protocols play an important role in utilizing
network capacity of the underlying topology. Shang et al. [95]
put forward the idea of energy-aware routing where few net-
work devices provide the basic routing and throughput ac-
cording to a performance threshold while the rest of devices
are powered off. The NP-hard problem of finding the energy-
aware routing subset is reduced to 0–1 knapsack problem.
Heller et al. [13] proposed ElasticTree, a data center network

comprising OpenFlow-enabled switches [96] for energy-
efficient data center operations. ElasticTree works as a network
controller that calculates a subset network topology that satis-
fies current workload. OpenFlow-enabled switches help divert
flows to the energy-efficient subset of nodes and present a
standard API to manage flow entries in the switch flow table.
OpenFlow switches are essential to energy-efficient operations
of data centers [13].

V. CONCLUSION

The rapid rise of cloud computing paradigm has changed the
landscape of IT. Cloud computing has emerged as an innovative
way of delivering IT services and is perceived to deliver com-
puting as the fifth human resource utility. However, cloud data
centers consume large amount of electricity, which has led to
call for energy and resource optimization. The main business
objective of cloud providers is to provide 99.99% available
cloud services. Energy-efficiency techniques conflict with the
business objectives and call for reduced redundancy of cloud
resources that may lead to violation of user SLAs. Moreover,
energy-efficient hardware devices such as SSDs and optical
interconnects do not fit into current cloud paradigm due to their
high cost. Furthermore, energy-efficient hardware devices such
as ARM processors and PCM drives do not provide comparable
performance to prevalent hardware technology. The DVFS and
ALR techniques achieve energy efficiency but compromise per-
formance of devices. An energy optimization technique needs
to consider data center workload profile and user SLAs to
balance the energy efficiency and performance requirements. In
case the data center workload is low, devices can be transitioned
to lower power states or turned off. In this survey, we have
analyzed mechanisms to control and coordinate data center re-
sources for energy-efficient operations. We have also presented
a central controller design and formulated coordination among
resource controllers. Energy-efficient hardware designs for data
center resources were also discussed in detail.
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